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Several advanced services rely on 
Global Navigation Satellite System 
(GNSS) receivers as data provid-

ers. GNSS-derived position, velocity, 
and time (PVT) information enables 
applications such as proximity-based 
marketing, real-time travel services, traf-
fic updates, precision farming, weather 
reports, and roadside assistance, to men-
tion a few examples.

GNSS receivers also play a signifi-
cant role in several regulated applica-

tions where security is an important 
aspect. In the road transportation sec-
tor, the new EU Regulation 165/2014 (see 
European Commission in Additional 
Resources) adopted in February 2014 
by the European Parliament and the 
Council foresees the introduction of a 
new generation of Digital Tachographs 
(DTs), called “smart tachographs,” with 
increased security mechanisms, a GNSS 
component, and different communica-
tion interfaces. Tachographs record 
driving time and mitigate the risk of 
tired drivers having looser control of 
vehicles with higher risk of accidents. 
There are potential economic incentives 
for infringement of the regulation and 
tampering with the tachograph system. 
In this respect, the secure provision of 
PVT information from a trusted GNSS 
receiver is an important asset. 

Integrated in smartphones, GNSS 
receivers can also be used to increase 
the security of mobile banking services 
(see A. Pujante in Additional Resourc-
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es). In addition, there may be economic 
interests around smartphone usage to 
falsify the data provided by a GNSS 
receiver.

In this respect, GNSS receivers can be 
interpreted as nodes in a network where 
they provide location data to higher ser-
vice levels. In the tachograph, the vehi-
cle unit, i.e., the recording equipment 
installed in the commercial vehicle to 
monitor the driver behavior, implements 
and provides these higher service levels. 
In smartphones, these levels are the 
final user applications: electronic fraud 
can take advantage of possible vulner-
abilities of the communication chan-
nel between GNSS receivers and higher 
service levels. In particular, GNSS Fak-
ing Software (GFS) applications can be 
installed on the smartphone to falsify 
the user position with the final goal of 
obtaining a personal or commercial 
benefit.

GNSS data faking consists of inter-
cepting genuine GNSS data and replac-
ing them with forged location informa-
tion. Differently from jamming and 
spoofing, which operate at the Signal-
in-Space (SiS) level, GNSS data faking 
operates at the receiver level. GNSS data 
faking tries to intercept and falsify the 
messages between the GNSS receiver 
and the application nodes. 

In GNSS spoofing, an attack can be 
detected by exploiting SiS-specific fea-
tures which are difficult to counterfeit 

(see A. Jafarnia-Jahromi et alia in Addi-
tional Resources). Similarly, a possible 
solution to GNSS data faking is the 
usage of device-specific features which 
are difficult to counterfeit. This approach 
is usually referred to as device finger-
printing and is defined as “the process 
of gathering device information to gener-
ate device-specific signatures using them 
to identify individual devices” (Q. Xu et 
alia, Additional Resources). Fingerprint-
ing has gained significant interest in the 
field of wireless networks where node 
forgery or impersonation has become 
a threat. Node forgery consists of the 
acquisition of legitimate credentials by 
an adversary who will use them to con-
duct fraudulent activities. GNSS data 
faking is similar to node forgery in a 
wireless network. 

In particular, a simulator or another 
device can be used to impersonate an 
actual GNSS receiver. In this way, mis-
leading PVT information can be sent 
to the final PVT user. GNSS receiver 
fingerprinting can be adopted in secu-
rity-enhanced applications that will be 
able, at least to a certain extent, to verify 
the authenticity of GNSS data. In such 
applications, the device which relies on 
GNSS data, such as the vehicle unit of 
the tachograph, will also extract from 
the received GNSS messages unique fea-
tures which could be used to validate the 
identity of the GNSS receiver by com-
paring it to the previously recorded data. 

In a potential deployment scenario for 
the DT, the vehicle unit could record the 
fingerprints of the GNSS receiver in the 
initial installation phase or during the 
periodic calibration checks (e.g., every 
two years as defined by the regulation). 
The installation and calibration phases 
are executed in a controlled environ-
ment (e.g., workshop) where the identity 
of the GNSS receiver can be checked by 
the installer.

The first step in device fingerprinting 
is the selection of appropriate features, 
which should satisfy two basic proper-
ties: the features should be difficult to 
counterfeit and be stable with respect to 
environmental changes. 

We investigate the selection of appro-
priate features for GNSS receiver finger-
printing. This process consists of consid-
ering, at first, a set of redundant metrics 
that have the potential to identify the 
receiver. A fingerprint, i.e., a subset of 
the original set of metrics, is then select-
ed using a filtering approach. 

We first investigate metrics related 
to the receiver clock, summarizing the 
results obtained by the authors in the 
paper presented at the 2016 ION GNSS+ 
conference and listed in Additional 
Resources. We then extend the analysis 
to clock-unrelated features.

Clock-Based Metrics
Fingerprinting of electronic devices is 
often based on distinctive imperfections 
such as the errors generated by the local 
oscillator of the device under test. In 
the context of wireless networks, Radio 
Frequency (RF) oscillator imperfections 
have been used as a source of reliable, 
forge-resistant features (see, for example, 
A. C. Polak and D. L. Goeckel in Addi-
tional Resources). 

Consider for example, the normal-
ized frequency error shown in Figure 1. 
The time series have been obtained by 
normalizing the receiver clock drift esti-
mated as part of the navigation solution 
of a GNSS receiver and shows distinc-
tive random effects with (possibly) stable 
characteristics. These characteristics 
must be identified and used as features.  

We analyzed several metrics that are 
adopted in the literature to characterize 
the behavior of a time/frequency source. 

FIGURE 1  Normalized frequency error obtained by normalizing the 
clock drift estimated as part of the navigation solution of a mass-
market GNSS receiver
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The metrics considered are illustrated in 
Figure 2 that also describes the main ele-
ments of the methodology adopted for 
their evaluation. GNSS measurements 
are used to compute the user PVT solu-
tion. The normalized receiver frequency 
error, fe[n], is then computed from the 
clock bias, dtr[n], as

here n is the time index and Ts is the 
sampling rate. fe[n] can also be com-
puted by normalizing the clock drift 
by the GNSS center frequency, in this 
case fL1=1575.42 MHz. The time series 
shown in Figure 1 have been obtained 
by normalizing the clock drift esti-
mated during a static data collection. 
It is noted that the clock drift and the 
clock bias are computed from different 
observables, Doppler measurements, 
and pseudoranges. Thus, they have dif-
ferent characteristics. We showed in our 
paper presented at the ION 2016 GNSS+ 
conference that the normalized fre-
quency error derived from Doppler mea-
surements leads to the features that are 
more stable to environmental changes. 
Doppler measurements are less affected 
by the different error sources and thus 
should be preferred for the determina-
tion of receiver features. 

The normalized frequency error is 
then used to compute different metrics 
such as the Allan Deviation defined as 
(see S. Bregni, Additional Resources):

where τ = KTs and is usually an integer 
multiple of the basic sampling interval. 

 is a filtered and down-sampled 
version of the normalized frequency 
error. In particular,

e

Thus,  is the normalized fre-
quency error averaged over K samples. 
Nτ in (2) is the number of frequency 
error samples available after filtering 
and down-sampling.

The Allan Deviation is a curve which 
depends on the averaging time, τ. For 
this reason, it cannot be used directly 
as a feature for fingerprinting. There-
fore, summary statistics, describing 
the behavior of the Allan Deviation are 
needed. We selected the Allan Devia-
tions at τ = 1 second and at τ = 30 sec-
onds, the curve slope between τ = 1 sec-
ond and τ = 30 seconds, the minimum 
value, and the averaging time corre-
sponding to the minimum Allan Devi-
ation. In this way, five features where 
obtained from the Allan Deviation. 

A similar process was undertaken for 
other performance curves that are gen-
erally used for characterizing time and 
frequency sources. We considered the 
Root Mean Square Time Interval Error 

(RMS-TIE), the Maximum Time Inter-
val Error (MTIE), and the correlation 
between the samples of the normalized 
frequency error. As for the Allan Devia-
tion, summary statistics were selected. 
In this way, a total of 13 features were 
determined. Additional details on the 
different features selected can be found 
in D. Borio et alia. 

Clock-Unrelated Metrics
Many mass-market receivers only pro-
vide the user location and velocity. In 
this case, it is not possible to compute 
the clock-based metrics discussed above. 
For this reason, we considered clock-
unrelated features for receiver identi-
fication. The term “clock-unrelated” is 
used to denote features derived from 
the position and velocity time series, 
i.e., from data that do not include the 
receiver clock bias and clock drift. The 
rationale behind the analysis conducted 
is that the errors affecting the clock com-
ponents and the vertical components in 
the navigation solution should, in gen-
eral, be highly correlated. In this way, it 
should also be possible to extract effec-
tive features for receiver fingerprinting 
from the spatial components of the navi-
gation solution.

We followed an approach similar 
to that detailed for the clock-related 
features. In particular, the features 
described in the previous section were 
computed using velocity and position 
components. For example, the Allan 
Deviation is computed using the velocity 
time series. In this case, the Allan Devia-
tion does not characterize the stability of 
the receiver oscillator but determines the 
quality of the velocity solution.

From the analysis conducted, it 
emerged that clock-unrelated features 
are not, in general, strongly related to 
their clock-based counterpart. Figure 
3 compares the Allan Deviations com-
puted using the different PVT com-
ponents for two different receivers. 
The left column of the figure considers 
Allan Deviation curves computed using 
Doppler-based time series. Since veloc-
ity components and clock drifts have dif-
ferent normalizations, the curves have 
been shifted in order to make the initial 
point of each plot coincide. In particu-
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FIGURE 2  Metrics used to characterize the behavior of the local oscillator of a GNSS receiver
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lar, the Allan Deviations were shifted 
to start at one. A good match between 
Allan Deviations is found between the 
different curves for τ  [1 - 100] for the 
one receiver considered in the top row of 
Figure 3. The same result, however, is not 
true for the other receiver considered in 

the bottom row. Although a better match 
is found when considering pseudorange-
derived metrics (see right column of Fig-
ure 3), clock-unrelated metrics convey, 
in general, different information than 
their clock-based counterparts. Thus, 
the results obtained from the clock bias 

and drift cannot be directly applied to 
features extracted from position and 
velocity time series.

Filtering and Feature Selection
After selecting a redundant set of can-
didate features, it is necessary to apply a 
selection process in order to determine 
the most effective subset of features for 
classification. Feature selection algo-
rithms are broadly classified as filter 
and wrapper methods (see the review 
paper from G. Chandrashekar and F. 
Sahin, Additional Resources). The for-
mer approaches use a cost function to 
rank the different subsets of features. 
The latter techniques wrap the selection 
process around a classifier/predictor, i.e., 
the final “user” of the subset of features 
selected. In particular, wrapper meth-
ods select the subset of features with the 
highest classification performance.  

We adopted a filter approach as a 
compromise between complexity and 
performance. To apply the filtering 
approach, it is first necessary to pre-
process the time series obtained from 
the GNSS receivers. The pre-processing 
applied here is briefly summarized in 
Figure 4. The time series collected for 
the feature computation are first seg-
mented into data blocks of limited dura-

FIGURE 3  Comparison of Allan Deviations computed using clock-related time series and velocity and position components. Dif-
ferent receiver models are considered in the upper and lower parts of the figure.
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tion. Each segment of data will be used 
for computing a different realization of 
the metrics described above. In this way, 
several realizations of feature vectors are 
obtained. Note that several receivers of 
different models have been used for the 
analysis described in the next sections. 
Each receiver model represents a class. 
In this way, several realizations of the 
feature vectors are obtained for the dif-
ferent classes. The components of the 
feature vectors are heterogeneous and 
can assume significantly different val-
ues. Thus, a normalization is required. 
The following normalization is used 
here:

where  denotes the jth realization of 
the kth feature. The overline notation is 
used to denote normalized quantities. 
In the following, an additional index 
will be used to denote membership to a 

specific class or receiver type. The maxi-
mum and minimum values are obtained 
considering all the feature realizations 
from all receiver classes. Using Equa-
tion (4), normalized feature vectors are 
obtained where each component takes 
values within the [0, 1] range.

After data pre-processing, feature 
filtering is applied. The score function 
considered here is

where F denotes the subset under analy-
sis and di,j(F) is the inter-class distance 
between classes i and j. di,j(F) is the intra-
class distance of the ith class. The intra- 
and inter-class distances are defined 
in terms of normalized features (4). In 
particular, the intra-class distance is 
defined as

where Nc,i is the number of feature real-
izations for the ith class/receiver type 
and  denotes the kth normalized 
component of the jth realization of the 
feature vector for the ith class.  is the 
kth component of the feature mean vec-
tor for class i. Equation (6) quantifies the 
spread of a class. The inter-class distance 
is defined as

and describes the average distance 
between two classes. Figure 5 provides a 
geometric interpretation of the different 
quantities defined here. It emerges that 
score function (5) is the ratio between 
the minimum distance between classes 
and the larger class size. Thus, subset F is 
selected in order to maximize the spread 
between classes and minimize the class 
dimensions.

Experimental Setup 
The theoretical framework described in 
the previous sections has been imple-
mented and tested using the data col-
lected during two data collections. The 
tests were performed in different weeks 
and in different signal conditions. Two 
different scenarios were selected in order 
to evaluate the feature stability to envi-
ronmental changes.

The first test was conducted using a 
geodetic antenna located on the Euro-
pean Microwave Signature Laboratory 
(EMSL) at the Joint Research Centre 
(JRC) premises in Ispra, Italy. The EMSL 
is the highest building in the area and no 
obstacles are present around the anten-
na. Hence, the first test was carried out 
in open-sky conditions.

The second test was performed using 
an antenna mounted on the rooftop of 
an office building in the JRC campus. 
In this case, the building is surrounded 
by taller constructions and by high trees 
which cause multipath and fading creat-
ing a disturbed signal environment. 

The locations of the antennas used for 
the data collection are shown in Figure 6.

A common setup was designed and 
adopted for the two data collections. In 
each setup, several receivers were con-
nected to the same antenna using an RF 
splitter and used to collect almost four 

WORKING PAPERS

FIGURE 5  Geometric representation of the different quantities involved in the computation of 
the score function adopted for feature selection

FIGURE 6  Location of the antennas used for the data collections. a) Open-sky scenario used for 
first data collection. b) Antenna surrounded by buildings and trees used for the data collection.
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days of data for each experiment. The 
length of each data collection justifies 
the data segmentation introduced in the 
previous section. The receivers logged 
raw GNSS observables, i.e., pseudorang-
es and Doppler shifts, with a 1 hertz data 
rate. Different types of receivers were 
used, including mass-market and pro-
fessional multi-constellation receivers. 
In order to have the same conditions, 
only GPS measurements were used for 
the data analysis. Moreover, a common 
set of ephemerides were adopted for all 
the receivers. In this way, the same oper-
ational conditions were adopted for the 
different receivers.

The list of receivers used in the two 
tests is provided in Table 1 along with the 
number of devices of the same type. The 
actual model of the devices can be found 
in the Manufacturers section.

Five GNSS timing modules were used 
for the two data collections. Among 
them, one was updated with the latest 
firmware that enabled the processing 
of Galileo signals. The update was per-

formed to analyze the impact of firm-
ware changes on devices of the same 
type.

Experimental Results
The data collected during the two tests 
described above were used for feature 
selection. In particular, subsets of two 
and three elements were considered. 
For each subset, score function (5) was 
computed. We considered only features 
derived from Doppler measurements, 
i.e., computed from the velocity/clock 
drift solution, because of the higher 
stability of these types of observables 
to errors and environmental changes. 
The features have been computed using 
data segments of one hour, i.e., 3,600 ele-
ments.

Subsets of three elements are analyzed 
in Figure 7 where both clock-based and 
clock-unrelated metrics are considered.  

In the clock-based case, features are 
computed from the receiver clock drift. 
In the clock-unrelated case, the up com-
ponent of the velocity solution is used. 

Since 13 features were originally consid-
ered, a total of 286 subsets is found. The 
abscissa in Figure 7 is the index used to 
enumerate the different subsets of three 
elements. From the results reported in 
Figure 7, it clearly emerges that clock-
based features significantly outperform 
their clock-unrelated counterparts. In 
the clock-based case, the maximum 
value of the score function is greater 
than six. This implies that, for the fea-
ture subset leading to the maximum 
of (5), the smallest inter-class distance 
is more than six times bigger than the 
largest inter-class distance. In this way, 
classes/receiver types are clearly sepa-
rated and effective clustering can be 
performed.

This fact is further analyzed in Figure 
8 showing the clusters formed using the 
three features leading to the maximum 
value of (5). These features are all derived 
from the Allan Deviation curve and are 
the Allan Deviations at τ = 1 second and 
τ = 30 seconds, and the averaging time 
leading to the minimum Allan Devia-
tion value. The different receivers can 
be easily identified in the feature space 
depicted in Figure 8. The professional 
receivers from one manufacturer show 
enhanced performance in terms of 
Allan Deviation with respect to mass-
market devices. This is expected given 
the different market segment, i.e., that 
of professional receivers. Mass-market 
receiver of type a is the only device 
showing significantly different behaviors 
in the two data collections. In the open-

First Test Second Test

timing module (4) timing module (4)

timing module with Galileo firmware (1) timing module with Galileo firmware (1)

mass-market receiver, type a (1) mass-market receiver, type a (1)

professional receiver, type a (2) professional receiver, type a (1)

professional receiver, type b (1) professional receiver, type b (1)

mass-market receiver, type b (1)

Table 1 Receivers used for the two data collections. The number of receivers of the same type is 
indicated in parenthesis.

FIGURE 7  Score function (5) computed for different feature subsets. 
Each subset has three elements for a total of 286 subsets.
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sky scenario, this receiver has features 
similar to those obtained for the timing 
modules mentioned above. Figure 8 also 
shows that firmware updates can affect 
the receiver behavior. This fact clearly 
emerges when considering the behav-
ior of the one device updated with the 
Galileo firmware: the cluster defined by 
the features determined for this device is 
clearly distinct from that of the standard 
timing modules.

In the clock-unrelated case, the 
score function is always lower than 
0.5. This implies a significant overlap-
ping between classes in terms of clock-
unrelated features. This fact is further 
investigated in Figure 9 showing feature 
selection results in the two-dimensional 
case. Two-dimensional feature vectors 
are considered here for clarity reasons. 
When the three-dimensional case is 
considered, the feature space representa-
tion is quite cluttered making the inter-
pretation of the results more difficult. 
Moreover, the score function reported 
in the right part of Figure 9 shows that, 
in the clock-unrelated case, there is no 
significant gain when moving from fin-
gerprints with two features to vectors 
with three elements.

The receiver classes represented in 
the left part of Figure 9 show that the 
one manufacturer’s receivers of different 
types have similar features. The overlap-
ping between classes observed in Figure 
9a compromises the overall score that 
does not increase even when an addi-
tional feature is included for finger-
printing. However, the results observed 
suggest that clock-unrelated features 
may allow for the identification of dif-

ferent receiver manufacturers. When 
considering receivers from the other 
manufacturer, the Allan Deviation at 
one second progressively decreases as a 
function of the receiver generation. This 
result reflects the fact that more recent 
receiver models have better Allan Devia-
tions than older models.

Conclusion
This working paper provides initial 
results towards the fingerprinting of 
GNSS devices. The PVT solutions pro-
vided by GNSS receivers were consid-
ered as possible sources of features for 
fingerprints. It was shown that Doppler-
derived time series, i.e., the three veloc-
ity components and the receiver clock 
drift, are more stable to environmental 
changes and thus should be preferred 
for receiver fingerprinting. Moreover, 
clock-related features, i.e., metrics 
derived from the receiver clock bias and 
drift, better discriminate the different 
receiver models. In this respect, a vec-
tor of three clock-derived features is suf-
ficient to characterize a receiver model. 
Clock-unrelated features, i.e., based on 
the velocity time series, do not always 
allow for the identification of the receiv-
er model. Despite this fact, experimen-
tal results indicate that manufacturer 
identification should at least be possible 
using clock-unrelated features.  

Additional data collections will 
be performed as future work to con-
firm the preliminary results discussed 
here. A classification framework based 
on the features identified will also be 
implemented to demonstrate automatic 
receiver identification.

Manufacturers
The timing modules and the mass-mar-
ket receivers referenced in the article 
and in Table 1 are from u-blox, Thalwil, 
Switzerland. The GNSS timing modules 
are u-blox M8T devices. Mass-market 
receiver of type a is a u-blox LEA6T 
receiver whereas the mass-market 
receiver of type b is a u-blox 5 device. 

In Table 1, Figures 8 and 9 and in the 
Experimental Results section, the receiv-
ers indicated as professional receivers 
of type a and b are PolaRx and AsteRx 
from Septentrio, Leuven, Belgium and 
Torrance, California. 
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FIGURE 9  Classification based on a two-dimensional fingerprint of clock-unrelated metrics. a) 
Receiver classes. b) Score function obtained considering two features
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